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INTRODUCTION

Gas stirred ladle refining is widely used in steelmaking to homogenize temperature and chemical composition, as well as to remove inclusions. Accurate ability to predict the mixing time is important because it determines the operation time needed to ensure homogeneity. In addition, it can provide further insight into optimizing process parameters for developing new practices and vessel designs. For example, the development of a new process for continuous steelmaking needs computational models with sufficient accuracy to validate the process prior to full-scale pilot-plant trials and commercialization.

In this paper, a fundamental investigation is undertaken to quantify mixing in a gas-stirred ladle with off-centered bottom injection. Industrial trials in a Ladle Metallurgy Furnace (LMF) were performed to investigate the time-dependent change in concentration of various elements in the steel during the addition of a Silicomanganese (SiMn) ferroalloy into unskilled steel. The measurements were used to validate a computational model featuring the simulation of the three-dimensional multi-phase fluid-flow, and the simulation of the ferroalloy addition, transport, melting, and mixing.

This work is a first step to quantify metallurgical phenomena during steel treatment at the LMF. In addition, the results of this study will be combined in future work with other experiments and simulations to design a fully continuous steelmaking process.
EXPERIMENTAL PROCEDURE – INDUSTRIAL TRIAL

The first set of experiments included temperature and composition measurements during and after ferroalloy additions at a LMF station for eight heats of a common structural steel grade. The argon flow rate, the initial and final temperatures, the initial and final calculated oxygen concentrations and the manganese recovery are listed in Table I. The manganese recoveries of the eight heats ranged between 91% and 98% and the initial oxygen concentration of these heats ranged between 380 ppm and 1055 ppm. Heat 1 had the highest alloy recovery and the lowest initial oxygen concentration, and therefore was deemed the most accurate for comparing the industrial data and the computer-model predictions, described later. The detailed operational conditions for Heat 1 are described in this section. The results for Heat 2 were used to investigate the effect of superheat on alloy melting and mixing. The experimental conditions during Heat 2 were generally similar to Heat 1, except that the gas flow rate was lower, reducing the flow velocities.
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Figure 1 Schematic illustration of the size and shape of the ladle (130 tonnes nominal capacity), including the porous plug, ferroalloy addition location, and sampling location

### Table I
Operational conditions, oxygen change, and manganese recovery in the eight heats

<table>
<thead>
<tr>
<th>Heat</th>
<th>Ar flow rate (Nm³/min)</th>
<th>Temperature (°C)</th>
<th>Oxygen (ppm)</th>
<th>Mn recovery (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Initial</td>
<td>Final</td>
<td>Initial</td>
</tr>
<tr>
<td>1</td>
<td>0.170</td>
<td>1551</td>
<td>1516</td>
<td>380</td>
</tr>
<tr>
<td>2</td>
<td>0.113</td>
<td>1590</td>
<td>1557</td>
<td>909</td>
</tr>
<tr>
<td>3</td>
<td>0.113</td>
<td>1578</td>
<td>1541</td>
<td>415</td>
</tr>
<tr>
<td>4</td>
<td>0.113</td>
<td>1566</td>
<td>1529</td>
<td>1055</td>
</tr>
<tr>
<td>5</td>
<td>0.113</td>
<td>1605</td>
<td>1568</td>
<td>810</td>
</tr>
<tr>
<td>6</td>
<td>0.113</td>
<td>1586</td>
<td>1564</td>
<td>734</td>
</tr>
<tr>
<td>7</td>
<td>0.170</td>
<td>1577</td>
<td>1533</td>
<td>840</td>
</tr>
<tr>
<td>8</td>
<td>0.170</td>
<td>1577</td>
<td>1552</td>
<td>735</td>
</tr>
</tbody>
</table>

Possible reasons for the high alloy recovery of Heat 1 are the low slag reactivity and low initial oxygen content in the steel, owing to the low temperature of the steel and the high initial carbon content (0.051%). The temperature was 1551°C at the beginning of the measurements and decreased to 1516°C by the end of the trial, which was lower than steel temperatures of the other seven heats. The liquidus decreased from 1529°C to 1518°C during the experiment because of the alloy addition. This corresponds to a drop of the superheat from 22°C to 0°C. The other seven heats had similar liquidus temperatures; but their steel temperatures were higher, averaging 1566°C.

The size and shape of the ladle, the location of the porous plug, the location of the ferroalloy addition, and the sampling location are illustrated in Figure 1. Heat 1 was the twenty-first heat of the ladle refractory campaign and the sixth heat on the alumina porous plug. The diameter of the porous plug at the steel/refractory interface was 113 mm. It was estimated that the slag layer on the ladle had an average thickness of approximately 35 mm, with a freeboard distance of ~0.3m below the top of the ladle. The sampling location was approximately 300 mm below the slag/air surface, near the location of the ferroalloy addition (see Figure 1). Efforts were made to take the 24 composition samples and the two temperature measurements from the same location. On average, samples were taken every 22 seconds. The surface of the liquid was disturbed due to the stirring action of the argon gas with resulting surface waves of approximately 200 mm to 300 mm high. This was observed to mix the slag and the steel at the steel slag interface.
The argon flow rates were 0.17 and 0.113 Nm3/min at pressures of 448 and 269 kPa gage with an estimated maximum leakage of less than 5% for Heat 1 and 2 respectively. New couplings were recently installed and the connections were checked for tightness before sampling started. The stirring gas contained 99.99% argon, less than 20 ppm nitrogen, and less than 5 ppm oxygen.

It took 37 seconds to add the 1823.44 kg of SiMn ferroalloy to the steel. The ferroalloy entered the steel directly above the off-center porous plug where the slag layer is thinner than in the rest of the top surface (eye). It was estimated that the velocity of the ferroalloy pieces at the time of their entry into the liquid steel was similar to the velocity of pieces after a vertical free fall of approximately two meters (6 m/s). Ninety weight percent of the ferroalloy was between 13 mm and 64 mm in size, five weight percent between 64 mm and 76 mm, and the remaining 5 percent was fines. A normal size distribution of the ferroalloy was assumed. Furthermore, the ferroalloy particles did not contain foreign matter (e.g. dirt) and it was dense without any visible porosity. The chemical composition of the SiMn ferroalloy is detailed in Table II.

The concentration changes of manganese, silicon, and carbon in the steel in response to the SiMn additions in Heat 1 and Heat 2 are plotted in Figure 2. Oscillating concentration variations were observed in all heats. However, the first small concentration drop at the end of the ferroalloy addition time seen in the left graph in Figure 2 was observed only in Heat 1. The steel samples were analyzed using a spectrometer. The phosphorus content of the steel increased from 0.010% to 0.020% during the experiment. The initial oxygen content was calculated based on the carbon concentration of the steel, and the final oxygen concentration was calculated based on the silicon concentration and the temperature of the steel. The slag samples were taken with a spoon and analyzed using X-ray Fluorescence. The initial and final slag compositions and slag masses in Heat 1 are reported in Table III. It should be noted that the power was off and the electrodes were raised during the entire experiment, eliminating the potential for carbon pick-up.

A mass balance was performed to calculate the initial and final steel and slag mass and to quantify the alloy loss. In addition, the amount of refractory loss due to slag line erosion during the time between the two slag samples was calculated. For Heat 1, the calculated steel mass was 110.1 tonnes (metric tons) before the ferroalloy additions and 111.9 tonnes after the ferroalloy additions, closely matching the average tap weight of 111 tonnes at this facility. The calculated slag mass increased from 570 kg before the additions to 645 kg after the final chemistry sample. These slag masses correlate well to the estimated observed average slag thickness of 35 mm. An estimated 33.6 kg of refractory was lost within 610 seconds between the two slag samples.

<table>
<thead>
<tr>
<th>Element</th>
<th>Mn</th>
<th>Si</th>
<th>C</th>
<th>P</th>
<th>S</th>
<th>Moisture</th>
<th>Fe</th>
<th>Balance</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td>71.8</td>
<td>16.3</td>
<td>1.9</td>
<td>0.45</td>
<td>0.007</td>
<td>0.07</td>
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The concentration changes of manganese, silicon, and carbon in the steel in response to the SiMn additions in Heat 1 and Heat 2 are plotted in Figure 2. Oscillating concentration variations were observed in all heats. However, the first small concentration drop at the end of the ferroalloy addition time seen in the left graph in Figure 2 was observed only in Heat 1. The steel samples were analyzed using a spectrometer. The phosphorus content of the steel increased from 0.010% to 0.020% during the experiment. The initial oxygen content was calculated based on the carbon concentration of the steel, and the final oxygen concentration was calculated based on the silicon concentration and the temperature of the steel. The slag samples were taken with a spoon and analyzed using X-ray Fluorescence. The initial and final slag compositions and slag masses in Heat 1 are reported in Table III. It should be noted that the power was off and the electrodes were raised during the entire experiment, eliminating the potential for carbon pick-up.

A mass balance was performed to calculate the initial and final steel and slag mass and to quantify the alloy loss. In addition, the amount of refractory loss due to slag line erosion during the time between the two slag samples was calculated. For Heat 1, the calculated steel mass was 110.1 tonnes (metric tons) before the ferroalloy additions and 111.9 tonnes after the ferroalloy additions, closely matching the average tap weight of 111 tonnes at this facility. The calculated slag mass increased from 570 kg before the additions to 645 kg after the final chemistry sample. These slag masses correlate well to the estimated observed average slag thickness of 35 mm. An estimated 33.6 kg of refractory was lost within 610 seconds between the two slag samples.

Table III Initial and final slag composition and calculated mass

<table>
<thead>
<tr>
<th>Component</th>
<th>CaO</th>
<th>SiO₂</th>
<th>Al₂O₃</th>
<th>MgO</th>
<th>MnO</th>
<th>FeO</th>
<th>Mass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial wt%</td>
<td>44.0</td>
<td>21.9</td>
<td>1.3</td>
<td>13.5</td>
<td>3.4</td>
<td>14.2</td>
<td>570 kg</td>
</tr>
<tr>
<td>Final wt%</td>
<td>38.7</td>
<td>28.8</td>
<td>1.3</td>
<td>16.6</td>
<td>8.8</td>
<td>4.8</td>
<td>645 kg</td>
</tr>
</tbody>
</table>

(The balance to 100% is other slag components such as phosphates, sulfides, and titania.)

A mass balance was performed to calculate the initial and final steel and slag mass and to quantify the alloy loss. In addition, the amount of refractory loss due to slag line erosion during the time between the two slag samples was calculated. For Heat 1, the calculated steel mass was 110.1 tonnes (metric tons) before the ferroalloy additions and 111.9 tonnes after the ferroalloy additions, closely matching the average tap weight of 111 tonnes at this facility. The calculated slag mass increased from 570 kg before the additions to 645 kg after the final chemistry sample. These slag masses correlate well to the estimated observed average slag thickness of 35 mm. An estimated 33.6 kg of refractory was lost within 610 seconds between the two slag samples.

![Figure 2 Steel concentrations of Mn, Si, and C during the experiment. Times for temperature and slag samples are also shown.](image-url)
Table IV. Alloy losses and resulting effects on steel composition, including effects from slag line erosion.

<table>
<thead>
<tr>
<th>Alloy loss</th>
<th>Change in steel concentrations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mass of element</td>
</tr>
<tr>
<td></td>
<td>kg</td>
</tr>
<tr>
<td>Mn</td>
<td>27</td>
</tr>
<tr>
<td>Si</td>
<td>27</td>
</tr>
<tr>
<td>C</td>
<td>2</td>
</tr>
<tr>
<td>Total alloy</td>
<td>56</td>
</tr>
</tbody>
</table>

The mass balance calculations were based on the mass of the ferroalloy, the mass fraction of manganese, silicon, and carbon in the ferroalloy; the initial and final manganese, silicon, and carbon concentrations in the steel; the calculated initial and final oxygen concentration in the steel, and the initial and final concentrations of the slag components (MnO, SiO₂, MgO, CaO, FeO). Intentionally, no fluxes were added to the slag during the experiment. As a result, the mass of lime (CaO) in the slag was kept constant. The refractory of the slag line was MgO-C (10% C). The calculated alloy losses are summarized in Table IV. The results for Heat 2 were generally similar, except that the gas flow rate was only 0.113 Nm⁵/min, so flow velocities and mixing were slower.

**COMPUTATIONAL MODEL**

The model consists of two calculation steps. First, the three-dimensional multi-phase flow field in the vessel is calculated based on the flow caused by the jet of injected gas. Secondly, the ferroalloy addition, melting and dissolution are modeled.

**Flow Model**

A single set of Navier-Stokes equations is solved for the liquid phase and a discrete-phase model is used for the gas phase. The liquid phase equations are as follows.

Continuity equation:

\[ \nabla \cdot \mathbf{u} = 0 \]  

(1)

Momentum conservation:

\[ \rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = -\nabla p + \nabla \left[ \mu + \mu_t \right] \nabla \mathbf{u} - \rho g + \sum_{i=1}^{N_b} F_{D,i} (\mathbf{u} - \mathbf{u}_b) Q_b dt \]  

(2)

where \( \mathbf{u} \) is the time-averaged fluid velocity, \( \rho \) is the density of liquid steel, \( p \) is the pressure, \( \mu \) is the molecular viscosity of liquid steel, \( \mu_t \) is the turbulent viscosity, \( g \) is the gravitational acceleration, \( N_b \) is the total number of bubbles in the domain, \( F_{D,i} \) is the drag force from each bubble as described later, \( \mathbf{u}_b \) is the time-averaged velocity of each bubble, and \( Q_b \) is the gas flow rate. The last term of equation (2) represents a momentum source due to bubble flotation, found by summing the local contributions from each individual bubble in the domain. The subscript \( i \) refers to the number of each bubble.

The standard k-ε model is used to model turbulence in the liquid phase.

Turbulent viscosity, \( \mu_t \):

\[ \mu_t = C_{\mu} \rho \frac{k^2}{\varepsilon} \]  

(3)

Transport equation of turbulent kinetic energy in the liquid phase, \( k \):

\[ \rho \left( \frac{\partial k}{\partial t} + \mathbf{u} \cdot \nabla k \right) = \nabla \left( \frac{\mu_t}{\sigma_k} \nabla k \right) + G_k - \rho \varepsilon \]  

(4)

Transport equation of dissipation rate of turbulent kinetic energy in the liquid phase, \( \varepsilon \):

\[ \rho \left( \frac{\partial \varepsilon}{\partial t} + \mathbf{u} \cdot \nabla \varepsilon \right) = \nabla \left( \frac{\mu_t}{\sigma_{\varepsilon}} \nabla \varepsilon \right) + C_{\varepsilon} \frac{\varepsilon}{k} G_k - C_{\varepsilon} \rho \frac{\varepsilon^2}{k} \]  

(5)
where the generation of turbulent kinetic energy, $G_k$:

$$ G_k = \mu \left( \frac{\partial u_j}{\partial x_i} + \frac{\partial u_i}{\partial x_j} \right) \frac{\partial u_i}{\partial x_j} \tag{6} $$

and where $C_1$, $C_2$, $C_{\mu}$, $\sigma_k$, $\sigma_\varepsilon$ are the empirical constants whose values are 1.44, 1.92, 0.09, 1.0 and 1.3 respectively.

The Ar gas bubbles are treated as discrete second phase particles. The trajectory of each bubble is calculated in each time step according to the buoyancy force and the drag force between the bubble and the flow field. Thus, the flow and the bubble trajectory equations are fully coupled. Additionally, the chaotic effect of turbulence on the trajectories is considered using the random walk model as described later. The equations for the bubble trajectories and drag forces are as follows.

Bubble trajectories:

$$ \mathbf{x}_{b,i} = \int \left( \mathbf{u}_{b,i} + \mathbf{u}'_{b,i} \right) dt \tag{7} $$

Force balance on each bubble:

$$ \frac{du_{b,i}}{dt} = F_{D,i} \left( \mathbf{u} - \mathbf{u}_{b,i} \right) - \left( \rho - \rho_b \right) \frac{\rho_b}{\rho} g \tag{8} $$

Drag force on each bubble:

$$ F_{D,i} = \frac{18 \mu C_{D,i}}{\rho_b d_{b,i}^2} \frac{Re_i}{24} \tag{9} $$

Particle Reynolds number:

$$ Re_i = \frac{\rho d_{b,i} |\mathbf{u} - \mathbf{u}_{b,i}|}{\mu} \tag{10} $$

Drag coefficient:

$$ C_{D,i} = \frac{24}{Re_i} \left( 1 + b_1 \frac{Re_i}{b_4} \right) + \frac{b_1 Re_i}{b_4 + Re_i} \tag{11} $$

where $\mathbf{x}_{b,i}$ is the position of each bubble, $\mathbf{u}'_{b,i}$ is the fluctuation velocity of each bubble due to turbulence, $\rho_b$ is the density of the bubble, $d_{b,i}$ is the diameter of each bubble, and $C_{D,i}$ is its drag coefficient. In equation (11), $b_1 \sim b_4$ are parameters in the non-spherical particle drag model by Haider and Levenspiel.\(^2\)

$$ b_1 = \exp(2.3288 - 6.4581\phi + 2.4486\phi^2) $$
$$ b_2 = 0.0964 + 0.5565\phi $$
$$ b_3 = \exp(4.905 - 13.8944\phi + 18.4222\phi^2 - 10.2599\phi^3) $$
$$ b_4 = \exp(1.4681 + 12.2584\phi - 20.7322\phi^2 + 15.8855\phi^3) \tag{12} $$

where $\phi$ is the shape factor, defined as

$$ \phi = \frac{s}{S} \tag{13} $$

where $s$ is the surface area of a sphere having the same volume as the particle, and $S$ is the actual surface area of the particle.

The bubble size and shape are estimated using the following equations. The shape of the bubble is assumed to be spheroidal with uniform size. This simplification allows a single set of discrete particle equations to model the gas phase.

Bubble size is characterized by its equivalent diameter, using the empirical correlation with flow rate by Johansen and Boysan.\(^3\)

$$ d_{b,i} = 0.35 \left( \frac{Q^2}{g} \right)^{0.2} \tag{14} $$
Bubble shape is given by its eccentricity $e$, the ratio of the length between the shorter axis and the longer axis, as estimated from measurements in various media by Wellek et al.\textsuperscript{4}

$$e = 1 + 0.163 \text{Eo}^{0.757}$$  \hfill (15)

$$\text{Eo} = \frac{d_s^2 \rho (\rho - \rho_f)}{\sigma}$$  \hfill (16)

where $\text{Eo}$ is the Eotvos number which corresponds to the ratio between the buoyancy force and the surface tension force, and $\sigma$ is the surface tension of the fluid.

The fluctuating component of the particle velocity is found according to the local level of turbulent kinetic energy using the turbulent random walk model as follows:

$$u'_k = \zeta \sqrt{\frac{k}{3} e^t}$$  \hfill (17)

where $\zeta$ is a random number uniformly distributed between 0 and 1, and $e^t$ is a unit vector in a random direction. The fluctuation velocity is kept the same during the following random eddy lifetime $\tau_e$.

$$\tau_e = -C_L \frac{k}{e} \log_{10} r$$  \hfill (18)

where $r$ is a random number uniformly distributed between 0 and 1, and $C_L$ is an empirical constant (=0.15).

**Ferroalloy Model**

Next, the ferroalloy addition, transport, melting and mixing are modeled. In the experimental study, SiMn ferroalloy is added from above the surface of the stirring ladle. Thus, the ferroalloy addition is first treated as discrete second-phase particles with a common initial velocity added into the flow field computed based on stirring alone. Then, after some melting time and distance traveled through the flow field, each ferroalloy particle disappears and turns into a mass source of liquid solute that diffuses through the molten steel. In this study, manganese is the only solute considered.

Ferroalloy particle transport is calculated using the same equations as those for Ar bubbles (7)~(11), except that the ferroalloy particle is assumed to be spherical and the following equation for the drag coefficient is used.

$$C_D = a_1 + a_2 + \frac{a_3}{\text{Re}}$$  \hfill (19)

where the constants $a_1$, $a_2$, and $a_3$ are given by Morsi and Alexander.\textsuperscript{5} For these calculations, the liquid steel flow field is fixed. Thus, the coupling due to momentum exchange from the ferroalloy particles to the flow field (the last term of equation (2)) is ignored.

A solidified steel shell is formed around the surface of the ferroalloy particle when it first enters into the molten steel. This initially prevents any alloy mixing. Then, as the ferroalloy particle is heated by the surrounding liquid, the steel shell melts and finally disappears. Because the melting point of SiMn (1215°C) is much lower than that of steel, the ferroalloy particle should be fully liquid when the steel shell disappears. Thus, the molten ferroalloy is suddenly introduced into the liquid where it starts to diffuse. The time when this occurs matches the duration of the solidified steel shell, which is modeled by Zhang and Oeters.\textsuperscript{6}

$$t_i = \frac{C_p d_s \rho_s d_s}{h} \frac{T_s - T_0}{T_M - T_s}$$  \hfill (20)

where $t_i$ is the shell existence time, $C_p d_s$ is the specific heat of ferroalloy, $\rho_s$ is the density of ferroalloy, $d_s$ is the diameter of ferroalloy particle, $h$ is the heat transfer coefficient at the surface of the ferroalloy particle, $T_s$, $T_M$ and $T_0$ are the solidification temperature of the melt, the temperature of the melt and the initial temperature of the ferroalloy particle respectively.

The heat transfer coefficient $h$ is estimated from the Nusselt number $Nu$, derived from the Reynolds number $\text{Re}$ and the Prandtl number $Pr$ of the flowing steel using the following correlation by Whitaker.\textsuperscript{7}

$$Nu = \frac{d_s h}{k_M}$$  \hfill (21)
\[ \text{Nu} = 2 + (0.4 \text{Re}^{1/2} + 0.06 \text{Re}^{2/3}) \text{Pr}^{0.4} \]  
\[ \text{Re} = \frac{\rho d_i |\dot{u} - \dot{u}_i|}{\mu}, \quad \text{Pr} = \frac{C_{pM} \mu}{k_M} \]  

where \( \dot{u} \) is the velocity of the ferroalloy particle, \( C_{pM} \) is the heat capacity of the molten steel, and \( k_M \) is the thermal conductivity of the molten steel.

As the ferroalloy particles melt, the species transport model applies. The turbulent diffusion of the ferroalloy element (Mn in this case) is calculated by solving the following equation.

\[ \frac{\partial}{\partial t} \left( \rho C_M \right) + \nabla \cdot \left( \rho u C_M \right) = \nabla \cdot \left( \rho D_M + \frac{\mu}{S_{Cl}} \right) \nabla C_M \]

where \( C_M \) is the mass fraction of the solute, \( D_M \) is the diffusion coefficient of the solute, and \( S_{Cl} \) is the turbulent Schmidt number which is set to 0.7.

**COMPUTATIONAL DOMAIN AND BOUNDARY CONDITIONS**

The ladle shown in Figure 1 is modeled as a complete three dimensional computational domain of 130 tonnes, based on filling the ladle in Fig. 1 to a depth of 3.277m, leaving a freeboard of 0.3m. Argon gas is injected through a porous plug set at the bottom of the ladle. Five active sites generating Ar bubbles are assumed at the surface of the porous plug.

Substituting the operational Ar flow rate \( Q_b = 5.055 \times 10^{-3} \text{kg/s} (0.17 \text{m}^3/\text{min}) \) into equation (14), the mean bubble diameter is estimated to be 28.2mm. From equations (15) and (16), \( e \) is estimated as 3.61 and the shape factor \( \phi \) in the equation (13) is obtained as \( \phi = 0.736 \).

SiMn containing 71.8 wt% manganese is used as the ferroalloy. For simplicity, the diameter of each ferroalloy particle is assumed to be 30mm. The ferroalloy is added at a constant rate of 59.85 kg/s for 37 seconds. Ferroalloy transport, melting and mixing calculations are continued until 300 seconds after the starting time. As mentioned in the experimental section, the ferroalloy is added in a 400mm diameter circle region centered in the eye above the porous plug. The initial velocity of each ferroalloy particle at the steel surface is set to 6.26 m/s vertically downward, corresponding to a two-meter free fall velocity. In order to evaluate the mixing time in various locations in the ladle, nine monitoring points are chosen in the domain including the sampling location as shown in Figure 3.

The top surface boundary condition depends on the region, as shown in Figure 4. One region is covered with slag, and the other is the slag-free eye above the plume region. The 1,000mm diameter circle region directly above the porous plug is assumed as the plume region. The boundary conditions are as follows.

Plume region (no slag): Free shear condition

\[ \tau_{xy} = \tau_{yx} = 0, u_y = 0 \]

Covered region (with slag): No slip condition

\[ u = 0 \]
The boundary conditions on the side and the bottom walls are set to the no slip condition, \( \vec{u} = 0 \).

The list of constants is shown in Table V.

### Table V List of constants

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific heat of liquid steel</td>
<td>( C_{pM} )</td>
<td>820</td>
<td>J/kg·K</td>
</tr>
<tr>
<td>Specific heat of SiMn</td>
<td>( C_{pA} )</td>
<td>845.7</td>
<td>J/kg·K</td>
</tr>
<tr>
<td>Diffusion coefficient manganese in liquid steel</td>
<td>( D_M )</td>
<td>( 5.5 \times 10^{-5} )</td>
<td>m²/s</td>
</tr>
<tr>
<td>Gravitational acceleration</td>
<td>( g )</td>
<td>9.8</td>
<td>m/s²</td>
</tr>
<tr>
<td>Thermal conductivity of liquid steel</td>
<td>( k_M )</td>
<td>40.3</td>
<td>J/m·s·K</td>
</tr>
<tr>
<td>Initial temperature of SiMn</td>
<td>( T_0 )</td>
<td>293</td>
<td>K</td>
</tr>
<tr>
<td>Liquidus temperature of steel</td>
<td>( T_s )</td>
<td>1803</td>
<td>K</td>
</tr>
<tr>
<td>Viscosity of liquid steel</td>
<td>( \mu )</td>
<td>0.0067</td>
<td>Pa·s</td>
</tr>
<tr>
<td>Density of liquid steel</td>
<td>( \rho )</td>
<td>7,000</td>
<td>kg/m³</td>
</tr>
<tr>
<td>Density of SiMn</td>
<td>( \rho_A )</td>
<td>6,120</td>
<td>kg/m³</td>
</tr>
<tr>
<td>Density of argon</td>
<td>( \rho_b )</td>
<td>1.6228</td>
<td>kg/m³</td>
</tr>
<tr>
<td>Surface tension of liquid steel</td>
<td>( \sigma )</td>
<td>1.4</td>
<td>N/m</td>
</tr>
</tbody>
</table>

**COMPUTATIONAL DETAILS**

The equations and boundary conditions described above were solved using FLUENT ver. 6.1.22. The computational domain is divided into about 40,000 hexahedral cells. The second-order implicit time discretization scheme is used for the unsteady discrete-phase calculation, with a chosen time step of 0.01 second. The convergence criteria are set to \( 10^{-5} \) for the residuals of the continuity equation, the momentum equations, the transport equations of \( k \) and \( \varepsilon \), and the transport equation of Mn.

For the multi-phase flow field calculation, an efficient algorithm was developed by combining a steady flow field calculation with an unsteady discrete phase calculation, instead of using a fully-coupled unsteady flow field and discrete-phase algorithm. In this method, the unsteady discrete phase calculation is first solved in a fixed flow field for ten seconds of argon injection. After each bubble location is updated, the steady flow field is then calculated for the fixed bubble locations, including their effect on the flow field as momentum sources. These two steps are carried out alternatively until the flow field reaches steady state, which means that the flow field has little change in two successive calculation sets. Six sets of calculations were needed to achieve this. This algorithm improved the computational time for the flow field calculation from 120 hours for the fully unsteady algorithm to only 0.9 hour, using Windows XP PC with Pentium® 4 3.20GHz CPU and 2Gbyte of RAM.

For the ferroalloy calculation, a user-defined function (UDF) was developed to install the ferroalloy melting model into FLUENT. In the user-defined function, the melting time is defined as a constant. Thus, after the melting time passed from the time when each particle is introduced into the computational domain, the ferroalloy particle turns into a mass source of manganese at the particle location. It takes 8 hours to finish the 300 seconds of ferroalloy melting and mixing calculation using the same PC described above.

![3D flow pattern](image1)

![Flow in the xy centerplane](image2)

Figure 5 Calculated time-averaged flow field (FLUENT output)
RESULTS

Flow Field

Figure 5 shows the calculated time-averaged flow field in the steady state. The upstream jet due to bubble injection from the porous plug forms a plume that expands as it rises. The plume splits into two main streams that swirl diagonally across the top surface, flow down the far side, and converge towards the bottom corner on the opposite side of the porous plug. The returning flow pushes the plume toward the wall. The upward velocity in the plume region is given experimentally by Xie and Oeters.\(^9\)

\[
V_{by} = 8.64Q_{b, V}^{0.25}
\]  
\(27\)

where \(V_{by}\) is the maximum velocity in the vertical direction in cm/s, and \(Q_{b, V}\) is the volumetric gas flow rate in cm\(^3\)/s. The plume velocities from FLUENT and from equation (27) are compared in Figure 6. The computed plume velocity in this study matches well with the experimental equation (27).

Figure 7 shows the gas bubble distribution in the ladle. As it forms part of the plume, the bubble column is also pushed outward by the returning stream. There are about 1,700 bubbles (28.2mm diameter each) in the ladle under pseudo-steady state conditions, and the average bubble dwell time is 3.4 seconds.

Ferroalloy Melting and Mixing

Because the ferroalloys are not exactly spherical, \(d_A=15\)mm was set in equation (20) to represent the average minimum thickness of the ferroalloy particles. The relative velocity \(|u-u_A|=0.4\)m/s is given from the surface velocity of the computed flow field. From the constants in Table V, equations (21) ~ (23) give \(Re=6269\), \(Pr=0.1363\), \(Nu=25.46\) and \(h=6.84\times10^4\) W/m\(^2\)K. Substituting \(h\) and other constants into equation (20), the ferroalloy melting time is obtained as follows.

\[
t_1 = \frac{271}{\Delta T}
\]  
\(29\)

where \(\Delta T=T_M-T_s\) is the superheat of the melt. The \(\Delta T\) in the plant at the beginning of the operation is \(20^\circ\text{C} ~ 60^\circ\text{C}\). Thus, the ferroalloy melting time \(t_1\) is estimated to range from 4.5 second (\(\Delta T = 60^\circ\text{C}\)) to 13.6 second (\(\Delta T = 20^\circ\text{C}\)).

Figure 8 shows the particle distribution during the ferroalloy addition. Because the density of SiMn is less than that of the molten steel, the ferroalloy particles float up immediately after addition, and drift along the surface just beneath the slag. They accumulate around the perimeter of the top surface opposite from the plume. Furthermore, since the ferroalloy particles reach the perimeter only 6 seconds after addition, all of the ferroalloy melting takes place in this region of the top surface perimeter. These results confirm the operational experience that ferroalloy recoveries depend on the oxygen potential of the slag, which is most likely at equilibrium with the steel at the well-mixed slag steel interface. As expected, recovery rates were strongly correlated with initial oxygen concentration during all experiments \((R^2 = 0.97)\). The measured recovery of manganese ranged from 91% to 97%.
Figure 8 Ferroalloy particle distribution during addition (20 seconds after start of ferroalloy addition - FLUENT output)

Figure 9 shows the mixing behavior in the xy centerplane sections. The superheat for this case is 20°C and the corresponding ferroalloy melting time is 13.6 seconds. Note that solute is generated at the dense region at the top left corner where the ferroalloy particles melt. It then circulates in the ladle, and mixes by turbulent diffusion. The solute concentration finally approaches the well-mixed value of 1.26% for Heat 1.

Figure 10 compares the mixing behavior measured in the plant with the computed concentration histories at the sampling location. The normalized concentration is \(\frac{C - C_0}{C_\infty - C_0}\), where \(C\) is the concentration at a given time, \(C_0\) is the initial concentration, and \(C_\infty\) is the fully homogenized concentration. The two computed curves are calculated using the operational condition of Heat 1 (i.e. \(Q_b = 0.17 N m^3/s\)) for two superheats, 20°C and 60°C to study the effect of superheat on ferroalloy melting and corresponding mixing. The measured data from Heat 2 are also shown in comparison. However, the lower argon flow rate \((Q_b = 0.113 N m^3/s)\) likely causes the longer mixing time. The computed lines reproduce the qualitative behavior of the plant data, including its oscillating nature. However, there is some difference in the peak positions, which suggests that the model may predict faster mixing than measured in the actual ladle.

Figure 9 Mixing behavior in the xy centerplane
(indicated time is the time after ferroalloy addition starts)
The variations between the measurements are likely caused also by the significant turbulent fluctuations in the molten steel, which lead to different mixing behavior depending on the local flow conditions at the instant of ferroalloy addition. This phenomenon has also been found in studies of particle motion in the continuous casting mold. In addition, the sampling location may vary slightly for each data point. A comparison of Figure 1 and 8 reveals that there is a large concentration gradient at and near the sampling location during and immediately after the ferroalloy addition. As a result, slight deviation of the sampling location could have contributed to the difference between trial and modeling data.

The results in Figure 10 also show that quantifying the mixing behavior with a mixing time to reach a given percentage (e.g. 95%) is not appropriate. This is because both the measurements and computations show that the circulating region of solute-rich fluid causes an initial concentration peak that exceeds 100% well before mixing is complete. Thus, mixing time is better defined as the time when the normalized concentration reaches 100% ± variation limits and subsequently never goes outside of this range.

Using this definition, the mixing times at various sampling points are shown in Figure 11. The mixing time was calculated for two variation limits, 1% and 5%. The location with the maximum mixing time is monitoring point 5 for ±1% and monitoring point 7 for ±5%. Thus, the region near the bottom corner of the ladle determines the mixing time needed for homogeneity of the entire molten steel heat. The mixing times range from 88 to 187s, depending on the definition and location of mixing. Thus, it is important to carefully choose the sampling point and then to examine the entire mixing curve.
Finally, the relationship between the superheat of the molten steel and the mixing time is shown in Figure 12. The maximum value of the mixing time at the nine monitoring locations is taken as the maximum mixing time. The superheat only affects the mixing times by about 10 seconds, which is the difference in the ferroalloy melting times. Thus, the mixing time mainly depends on the flow field.

CONCLUSIONS

The three-dimensional multi-phase turbulent flow field and ferroalloy mixing in an off-centered gas-stirred ladle with 130 tonne nominal capacity is investigated using plant measurements and computational models. The computed plume velocity agrees well with a previous empirical equation. A complex three-dimensional swirling flow pattern due to off-centered Ar bubbling is predicted, with about 1,700 Ar bubbles distributed in the pseudo-steady flow field. Flow from the plume traverses the top surface, down the far walls of the ladle, and circulates back across the bottom, where it bends the plume slightly.

Alloy mixing is measured after a SiMn addition with alloy recoveries well over 90%. The SiMn melting time is from 4.5 to 13.6 seconds, according to the superheat. Computations show that the low density ferroalloy particles float quickly back to the surface of the molten steel, are transported across the ladle surface by the steel flow, and melt at the far perimeter of the ladle surface. Ferroalloy mixing behavior is simulated by coupling the melting model with a turbulent species diffusion computation in the flowing liquid. The predicted mixing behavior matches the plant measurements qualitatively, but is slightly faster. Both exhibit significant variations, with normalized concentrations that exceed 100% before mixing is complete.

Finally, mixing times depend greatly on the definition of mixing (eg. ±1% or ±5%) and on the sampling location used to infer the state of mixing. In this ladle system, mixing took 1½ to 3 minutes. This time depends mainly on the flow field and little on the ferroalloy melting time.
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